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Chapter 9

Systems Intelligence in Preventing Organizational Crises

Isto Nuorkivi

This paper introduces certain aspects of Systems Intelligence as means to avoid organizational crises. The Tenerife air disaster of 1977 is referred to as an example of an organizational crisis, and its causes are examined in the light of Systems Intelligent applications. These applications are then considered in devising suggestions of how to avoid such accidents in the future.

Introduction

The Tenerife air disaster of 1977 is to this day one of the most tragic aviation accidents of all times. Besides that, it is also an example of an organizational crisis. When the causes of the accident are examined, one thought emerges above all others: the striking notion that even a slight adjustment to even a seemingly trivial detail might have prevented the crisis from happening altogether. What could have been done, then, to make the critical adjustments and avoid the crises? I believe that certain applications of Systems Intelligence could have made the difference between tragedy and success in this particular case and, what is more, would make the difference in numerous other cases in the future.

This paper is intended to shed light to different aspects of Systems Intelligence and how they could in a fruitful way be used in real-life situations. It should be noted that not all aspects of Systems Intelligence are considered, and even the ones that are, are considered from a somewhat subjective point of view. The paper is designed as follows: First, the Tenerife air disaster is briefly summarized and its causes are discussed, as they have been discovered by scholars Karl Weick and Paul Shrivastava. Second, there is the consideration of some Systems Intelligent applications that I believe could have prevented the crisis. Third, there is the discussion of how the findings of this particular case at Tenerife can be stretched to cover other organizational fields.

In this paper I argue that, in order to avoid another Tenerife air disaster or any comparable crisis, the following aspects of Systems Intelligence should be drawn upon: ‘Perspective observing’, inquiry-mode, defining the system’s objectives and boundaries according to the principle of carefulness, and realising one’s own impact on the system, along with some others. I believe that these aspects could be beneficial in two ways: By leading to more Systems Intelligent individuals as well as to systems that themselves generate Systems Intelligence. I realize that my suggestions are neither profoundly innovative nor novel; instead, I wish to point out the effectiveness of the concept of Systems Intelligence as a framework for considering different approaches to organizational activities. Should this paper succeed in nothing else, I wish it would at least demonstrate the dire need for Systems Intelligent applications in today’s organizational world.

The Tenerife Air Disaster

On March 27, 1977, two 747 airplanes collided on a takeoff runway at Tenerife’s Los Rodeos airport. 583 passengers and crewmembers lost their lives, and sixty-one people survived the collision. The events preceding the crash are briefly summarized as follows: Due to a bomb explosion at the Las Palmas airport, KLM flight 4805 and Pan Am flight 1736 were diverted to a smaller Los Rodeos airport at Tenerife. KLM landed first at 1:38 PM, whereas the Pan Am flight landed at 2:15.

At around 5 PM the Las Palmas airport had reopened and the two planes were ready for takeoff. At this point they started to receive somewhat incoherent instructions from the control tower concerning their departure. Ultimately the KLM crew were instructed to taxi down a takeoff runway, make a 180-degree turn at the end, and wait for further instructions. The Pan Am crew understood that they were to follow the KLM aircraft on the same runway (C-1) and position themselves behind the KLM plane, although they were actually instructed to take the parallel runway (C-3) to the waiting point behind the KLM. The misunderstandings were mainly caused by the flight-controllers’ somewhat inadequate English skills.

While the KLM plane was already at the other end of the runway and the Pan Am was only starting to get moving, a dense cloud drifted between the two planes preventing their crews from seeing the opposing aircraft. What followed next was a series of misunderstandings in a conversation among the control tower, the KLM captain ant the KLM co-pilot: While the control tower understood that the KLM plane remained waiting for further instructions, the KLM captain thought he had been given clearance for a takeoff, and immediately began accelerating the aircraft down the runway. A few seconds later at 5:06, the KLM jet fatally collided with the Pan Am that was still taxiing down the runway in the opposite direction. (Weick 1990)

The organizational psychologists Karl Weick (1990) has observed four major causes for the Tenerife air disaster: the combinations of interruptions of important routines among interdependent systems, tightening interdependencies, a loss of cognitive efficiency due to autonomic arousal, and a loss of communication accuracy due to increased hierarchical distortion. The four causes are more carefully examined in the paragraphs that now follow.

1. The combinations of interruptions of important routines among interdependent systems: The first interruption of an important routine in the Tenerife case was the sudden changing of the destination of the two airplanes from Las Palmas to a smaller airport at Tenerife. The occurrence led to interruptions in the routines of the flight crews and the air-traffic controllers. These interruptions were partially the reason why the Pan Am did not take the runway it was supposed to, and followed instead the KLM’s route. Another major interruption was the cloud that hung between the two airplanes severely decreasing visibility and adding to the uniqueness and unpredictability of the situation.

2. Tightening interdependencies: During the course of the events, the system grew tighter and more complex. For instance, the controllers had to work without the aid of ground radar, and the runway had no functional centreline lights to guide the pilots. Also, the longer the planes stayed at Tenerife, the greater the chances for other air traffic delays at the Las Palmas end and for the KLM crew’s duty time to expire while they were still in transit (the crew had been on duty for 11 hours and approaching their limit). There was even a growing concern that the Los Rodeos airport might fall under a terrorist attack such as the one at the Las Palmas airport. These aspects with numerous others increased dependencies among the elements in the system and/or increased the number of events that were unnoticed, uncontrolled, and unpredictable, making the system and the situation increasingly vulnerable to failure.

3. Loss of cognitive efficiency due to autonomic arousal: The interruptions of important routines discussed above caused the flight crews and the controllers to become stressed. Ongoing stress leads to autonomic arousal, which leads on to a loss of cognitive efficiency: a person’s attention is drawn to the interrupting event, and the person’s capacity to process information is consumed. At Tenerife, people’s attention was drawn to such things as inclement weather and distorted flight schedule, when in fact it should have been drawn to more essential things such as radio transmissions. In short, the stressful interruptions caused the people at Tenerife to pay attention to seemingly trivial factors, which reduced their ability to focus on difficult and crucial flight manoeuvres. Another noteworthy point is that stress causes people to fall back on first learned responses. The KLM captain had worked as an instructor for a long time prior to the fatal flight. Simulated flights are very common in flight instruction, and in flight simulators the training pilot issues himself the takeoff clearances; there are no simulated radio transmissions with the control tower. Therefore the KLM captain may have learnt the practice of issuing his own takeoff clearance so thoroughly that, as the pressure intensified, he may have fallen back on it as a first learned response. 

4. Loss of communication accuracy due to increased hierarchical distortion: In the Tenerife case, the increased hierarchical distortion refers mainly to the KLM cockpit. As is mentioned above, the KLM captain had been working as an instructor for a long time prior to the flight. The plane’s first officer had, in fact, at some point acted under the captain’s instruction, so there appeared to be a distinctive hierarchy in the KLM cockpit. It may have, at least, been partially the reason why the first officer only twice tried to influence the captain’s decisions, while the plane was at the end of the runway. On both occasions he tried to stifle the captain’s eagerness to take off, and on both occasions he seemed to have assumed by the captain’s reaction that the captain was fully on top of the situation. This would make sense, since in stressful situations the salience of hierarchies tends to increase, and the person lower in the hierarchy tries to shape his or her messages in a form that pleases the receiver. Also, in a stressful situation, the people involved will have a high expectancy of what is being said; hence the captain, the first officer, and the controllers may have thought they heard something that was never really said, and because of the increased hierarchical distortion, did not dare or bother to confirm the messages.
Whereas Weick (1990) accounts much of the crisis’ roots to operational errors and technological failures, professor of management Paul Shrivastava (1994) finds that crises are rooted in systemic human, organizational, and technological contradictions. Although he has not written specifically about the Tenerife case, his work on industrial and environmental crises can quite easily be stretched to cover the Tenerife air disaster, as well. In the following paragraphs, Shrivastava’s (1994) findings on crises and their causes are applied to the crisis at Tenerife.

1. Systemic technological contradictions: The most applicable of Shrivastava’s (1994) findings in this case are the contradictory demands of efficiency and flexibility in designing technological systems. Here, the two 747 jets can be considered as technological systems. The planes were designed to be as effective as possible, which made their characteristics not as flexible, as would have been preferable. After all, the captain of the Pan Am refrained from using the parallel runway (C-3) partly because the aircraft could not be manoeuvred through the steep curves on the way (Weick 1990). Shrivastava (1994) also suggests that, high efficiency in design leads to tightly coupled systems. This would make sense when compared to Weick’s (1990) argumentation on tightly coupled events, since the aircraft’s inflexibility to turn in steep curves lead to tightening interdependencies and eventually to the crash. 

2. Systemic organizational and personal contradictions: As Shrivastava (1994) has found, the most prominent contradiction in organizations are the contradictory demands of their multiple stakeholders. At Tenerife, there were numerous stakeholders’ demands at play: The flight crews were eager to get airborne, because they were approaching their duty time limits; the crews were also aware of the damage a great delay might have on the company’s image; the passengers wanted to get airborne, because they had connection flights, room reservations and appointments awaiting; the flight controllers had to balance between safety regulations and keeping the traffic flowing; and so on. Since many of the demands were conflicting, some of them prevailed at the expense of others – for example, the demands of getting the airplanes to Las Palmas may have exceeded the demands imposed by safety regulations and protocol. Hence it is quite possible that, the accident was partly caused by contradictions between productivity and safety objectives – another prominent contradiction studied by Shrivastava (1994). Finally, there are the contradictory effects of work experience on operator vigilance: As one’s work experience increases, one becomes more skilled at one’s work but simultaneously starts willingly to take unnecessary and progressively increasing risks (Shrivastava 1994). This appears to have had an effect in the KLM cockpit: The captain was a very experienced pilot, and may have thought indifferently about the potential risks in the situation. The first officer, on the other hand, was rather inexperienced and may have felt (unnecessarily) compelled to rely on the captain’s expertise and judgement.

Both Weick (1990) and Shrivastava (1994) conclude that, crises are most often ignited after a long chain of unfortunate and accumulating events. From this can be derived that there are two ways of preventing a crisis: First, one may recognize that a disastrous chain of events is underway and interrupt it. To succeed at this, one must be familiar with the optimal state of the system, so that, when the system is in a declining state, one can pinpoint the aspects that are off of the optimal state, and act on them. Second, one may prevent such harmful chains of events from occurring altogether. In order to do that, one has to design the system in such a fashion that contradictory demands, relationships or effects can have no deteriorating impact on the state of the system.

Applications of Systems Intelligence that could have prevented the crisis

As was pointed out in the previous paragraph, in order to steer clear from crisis, one has to have a sound grasp of the optimal state as well as the current state of the system, of which one is a part. To avoid crises, this alone does not suffice: One must also be able to carry out manoeuvres that will return the system to its preferred state and/or, that will keep the system from going astray. To succeed at this, one must put one’s Systems Intelligence into play. In this section, different applications of Systems Intelligence are considered in view of preventing crises similar to the Tenerife air disaster.

When Weick’s (1990) and Shrivastava’s (1994) findings are combined, six major causes for the Tenerife air disaster can be derived: 

· Combinations of interruptions of important routines among interdependent systems

· Tightening interdependencies

· Loss of cognitive efficiency due to autonomic arousal

· Loss of communication accuracy due to increased hierarchical distortion

· Systemic technological contradictions

· Systemic organizational and human contradictions

Each one of these factors represents a lack of Systems Intelligence, and each one of these factors could be remedied by Systems Intelligent behaviour. Let us now examine these arguments more thoroughly.

Systems Intelligence and interruptions of routines and tightening interdependencies

As was noted previously, the Tenerife air disaster came about after a series of interruptions of important routines. Simultaneously, the interdependence among various factors and events grew tighter, resulting in tightly coupled events and aspects. The tragedy was not so much the accumulation of these events and aspects, but rather the fact that the tightening interdependencies and critical interruptions went unnoticed by the people involved with the system. Had the flight crews acknowledged, for example, that the conditions for a takeoff were significantly poorer than in a normal situation; that the flight controllers did not have a sound grasp of the situation and; that the general atmosphere had been intensifying ever since the aircrafts had landed on Los Rodeos, they might have acted more carefully and thoughtfully throughout the situation. Hence the partakers lacked a crucial element of Systems Intelligence: The ability to lift one’s self above the system, and observe the system and its parts from different perspectives. It is my personal belief that this aspect of Systems Intelligence (like numerous other aspects, as well) cannot be profoundly obtained without intense and vast practicing. Therefore the question arises: To what extent is this kind of ‘perspective observing’ taught and practiced in training new crewmembers? It is my assumption that the training revolves mainly around more specific aspects of flying (the controls of the plane, taking off, landing, etc), and not so much around personal skills such as ‘perspective observing’.

Systems Intelligence and loss of cognitive abilities
There was yet one factor that diminished the crewmembers’ chances of realizing the ongoing interruptions and interdependencies: As Weick (1990) concluded, autonomic arousal leads to declining cognitive abilities. The presence of a great pressure caused everybody to become stressed, and stress decreased everyone’s ability to think clearly and observe the situation from various perspectives. Therefore, ‘perspective observing’ is insufficient in terms of avoiding operational and other kinds of errors in difficult circumstances. One also has to be mentally prepared for these kinds of circumstances, so that one does not experience the situation too stressful when it occurs. To accomplish such mental preparedness, two aspects of Systems Intelligence should be integrated into the training of crewmembers:

1. Crewmembers should be familiar with as many kinds of circumstances as possible. This, I imagine, could be achieved by adjusting the conditions of the simulation flights. The result would not be more Systems Intelligent individuals, but systems that generate Systems Intelligence: As the system changes in a way that its partakers do not experience difficult conditions too stressful anymore, the system will provide better chances for the partakers to act Systems Intelligently. Hence, the system will transform into a system that generates Systems Intelligence.

2. Crewmembers should be made crystal clear about the primary and secondary objectives of the system. At Tenerife, the primary objective of the crewmembers seemed to be getting airborne as soon as possible. This would imply that the system was perverted: The primary objective should have been the safety of the people onboard, whereas getting airborne should only have been a secondary objective. Had the primary objective been overall safety, the crewmembers would probably have paid closer attention to interruptions and interdependencies that threatened their own and their passengers’ safety. 

To establish more safety-oriented crews, the crew training objectives probably require restructuring. When a safety-first training programme is successfully carried out, two fruitful outputs can be expected to proliferate:

1. More Systems Intelligent crewmembers that would have a clearer grasp of the system’s preferred direction and state (‘safety at all times’ instead of ‘getting there on time’). This would enable them to produce more favourable outputs on the system’s behalf.

2. Systems that generate Systems Intelligence, since crews would be trained to follow more Systems Intelligent outlines. In other words, by doing merely what they are told, the crewmembers’ actions would be Systems Intelligent by nature.

Systems Intelligence and loss of communicational accuracy

Another dramatic and exceptionally worrisome factor that made the Tenerife air disaster possible was the loss of communicational accuracy due to increased hierarchical distortion. There are at least three aspects of Systems Intelligence that have the potential of preventing such perverted situations from occurring ever again.

First, one could design the cockpit behaviour to be more open and informal, which would hinder the chances of unwanted hierarchies developing as tension rises. Steps have already been taken to this direction: Finnair, for example, has allegedly fashioned an ‘open cockpit’ policy that refers to the open communication among crewmembers. However, not all flight companies (and definitely not all pilots) are fans of such policies, as Weick (1990) suggests. An ‘open cockpit’ would yet again pave way for systems that generate Systems Intelligence: If there were no barriers for open discussion about decisions and circumstances, justified disagreements would more probably be voiced, and the system would potentially be directed to a desirable direction. In other words, by allowing the crewmembers to communicate more freely and informally, the system would create opportunities for Systems Intelligent behaviour.

Second, the crewmembers’ personal skills could be developed. One crucial component leading to the accident was the KLM captain’s strong advocate-mode
 – the inability to listen openly to suggestions and even instructions. It is quite evident that crewmembers and flight controllers should possess a high-level inquiry-mode
 so that all the information and communication could be properly registered and processed. On the other side, lower-ranking crewmembers should also possess the courage of voicing their opinions even if it meant jeopardizing their status in the eyes of the outranking officers. Inquiry-mode and having the guts to voice one’s own opinion are qualities that, I believe, cannot be obtained without an immense effort and practice – as is the case with other personal skills concerning Systems Intelligence, such as ‘perspective observing’.

The third aspect concerns once more the values and approaches that are taught to crewmember candidates: While working as a critical player of a system, it is vital that a person has a clear comprehension of what the system actually is. For instance, the system at Tenerife did not only include the KLM cockpit or two flight crews and a control tower – there were hundreds of passengers involved, as well. Had the crewmembers kept this in mind, they might have been less eager to take even minor risks. This concerns defining the system’s boundaries. In high-responsibility jobs it would be advisable to follow the principle of carefulness
, and to do so, the system needs to be defined as vulnerable and fragile rather than not.

Systems Intelligence and systemic technological contradictions

Systems Intelligence is equally helpful in dealing with systemic technological contradictions. When there exist contradictory demands of efficiency and flexibility in design, unified standards are highly welcomed. For instance, all the airports that potentially might host large airplanes should have the capacity and facilities to do so successfully. Similarly, large airplanes should be adaptable enough to be manoeuvred even at the smallest airports that may ever serve as a backup-airport. To design and establish such standards is Systems Intelligent, since the benefits that systems like airports or even individual flights might experience are evident.

It is quite possible that these kinds of standards already exist, and airplanes and airports are being designed according to them. Should this be the case, the Tenerife incident can be seen as evidence for such a system’s inadequacy. Hence it should be noted that, in order to have a functioning system and functioning standards, professional operational crews are needed. It would seem that the standards, the training of crews, or both of these aspects require further attention in the world of aviation.

Systems Intelligence and systemic organizational and human contradictions

Finally, Systems Intelligence can be applied to systemic organizational and human contradictions. One plausible way of dealing with the contradictory demands of the multiple stakeholders of an organization would be to analyse the demands and rate them according to the principle of carefulness. Hence, any given demand could be ignored or highlighted based on its potential to ignite hazardous behaviour. A Systems Intelligent solution would be to create a set of references that could and should be called upon in any susceptible situation. This might yet again lead to systems that generate Systems Intelligence, since the set of references would lead the crewmembers and flight controllers to behave Systems Intelligently.

Crews should also be gathered with the notion of the contradictory effects that work experience has on operator vigilance: By paring optimally experienced individuals, Systems Intelligent behaviour is more likely to occur. The individuals themselves should also be made aware of the effects experience has on their behaviour. Then, these individuals would become more able to comprehend their own impact on the system, which is a cornerstone of Systems Intelligence.

Applications to parallel fields

Admittedly, exploring the possibilities of Systems Intelligence in an individual case of immense rarity, the task and its outcomes seem somewhat trivial. One could argue, however, that the unique case of Tenerife was not so unique, after all. On the contrary, the crisis at Tenerife contained certain features that are shared by numerous other crises, as well. There is, for instance, the Exxon Valdez oil spill of 1989 that had devastating effects on the waters and shores of Alaska. It, too, came about after misjudgements by operational crew, failures in communication equipment, and lack of attention to safety issues among many other factors (Shrivastava 1994). Since many systemic contradictions, tightening interdependencies and crucial interruptions were present, the respective findings of Systems Intelligence are also applicable. Weick (1994) argues that his findings on causes of crises are applicable to most of organizational crisis, not just the Tenerife air disaster. In his groundbreaking work Emotional Intelligence (Goleman 1995) happens to even state that an aeroplane cockpit is like any organisation in a smaller size. Therefore, it would seem, the Systems Intelligence approach considered here can be taken in a vast number of different organizations.

Since most organizations do not have the rigid communicational rules of an airplane cockpit, I shall emphasize yet another aspect of Systems Intelligence. Most commonly, I would imagine, organizational crises originate in communications. For instance, groupthink
 is an example of communication situations gone wrong, and groupthink itself can have tragic consequences such as the Bay of Pigs incident (Fincham and Rhodes 1999). To bring Systems Intelligence into organisations’ communication, some of the already suggested ideas (‘perspective observing’, inquiry-mode etc) could be drawn upon. But, in addition, a brilliant set of instructions has been devised by Professor of Organizational Behaviour Debra Meyerson (2001) to change the direction of a derailing conversation: One can

1. Interrupt an encounter to change its momentum. (For instance, suggest a new solution, before a decision on a solution is made.)

2. Name an encounter to make its nature and consequences more transparent. (For instance, state that a decision is acceptable although it violates your personal values.)

3. Correct an encounter to provide an explanation for what is taking place and to rectify understandings and assumptions. (For instance, point out that someone’s ideas are not listened to.)

4. Divert an encounter to take the interaction in a different direction. (For instance, point out that there is a general tendency of people not listening to others’ ideas.)

5. Use humour to release the tension in a situation.

6. Delay to find a better time or place to address the issue.

This set of instructions presents heavy weaponry for changing the course of a derailing interaction situation. However, to use these means effectively requires a good comprehension of the system and its needs – a cornerstone of Systems Intelligence that has already been discussed in previous sections.

Conclusion

In this article I have sought to ignite discussion on applications of Systems Intelligence that might be helpful in preventing organisational crises such as the Tenerife air disaster. I have discussed the causes of the Tenerife accident, as they have been discovered by organisational scientists Karl Weick and Paul Shrivastava. Referring to these causes, I have made some suggestions of how Systems Intelligent approach can be taken to avoid such crises in the future. I have found that, certain aspects of Systems Intelligence have the ability to produce more Systems Intelligent individuals and/or systems that generate Systems Intelligent behaviour. Some of these aspects are ‘perspective observing’, inquiry-mode, realising one’s own impact on a system, and relying on standards when designing systems and their features. A common factor to most of these aspects is the need for intense and vast practising. Furthermore, practising on these aspects means practising on one’s personal skills, which I believe to be generally overlooked in today’s organisational world.

A potential flaw of this article is that it portrays an aviation accident as an example of an organisational crisis. This might be problematical in the sense that aviation crises already occur quite rarely, and achieving a zero-rate in flight accidents is virtually impossible. Therefore I must emphasize that I do not suggest the Systems Intelligent applications considered here are a solution to the risks of flight traffic. I have merely sought to point out that Systems Intelligence seems worth exploring in the organizational world when it is viewed in light of previous organisational crises such as the Tenerife air disaster.

This chapter differs slightly from most of the others, since it considers Systems Intelligence as a means to maintain a preferred state of a system instead of a means to escalate its current state to a higher level. However, although not discussed further in this article, I intuitively sense that the course of applying Systems Intelligence in order to avoid crises is quite often the course of automatically escalating the state of the system to a higher level. Many of the Systems Intelligent applications considered in this article, in my view, potentially enhance the atmosphere, the parameters and the productivity of a system, thus potentially enhancing its prevailing state.

I shall once more point out that my interpretations of Systems Intelligence are subjective, limited, and merely suggestive. With this paper I have sought to express my rather intuitive idea that Systems Intelligence could and should be applied in the hard-value-driven organizational world. I especially sense that Systems Intelligence could be extremely useful in the matter of an utmost importance: the prevention of organizational crises.
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The partakers lacked a crucial element of Systems Intelligence: The ability to lift one’s self above the system, and observe the system and its parts from different perspectives.





As the system changes in a way that its partakers do not experience difficult conditions too stressful anymore, the system will provide better chances for the partakers to act Systems Intelligently.





Systems Intelligence could and should be applied in the hard-value-driven organizational world.








� Advocate-mode refers to the tendency to debate forcefully and influence others (Senge 1993).


� Inquiry-mode refers to the ability to “tap insights” and learn from other people (Senge 1993).


� The principle of carefulness states that, if there is a risk of severe or irremediable damage, actions should be taken to prevent that damage even if the consequences are not scientifically certain.


� Goupthing refers to faulty decision-making in a group. Groups experiencing groupthink do not consider all alternatives and they desire unanimity at the expense of quality decisions. (Fincham & Rhodes 1999)






